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ABSTRAK

Kemajuan teknologi digital yang pesat telah
membawa  perubahan  signifikan dalam  dunia
pendidikan, khususnya pada cara institusi pendidikan
tinggi memahami dan memenuhi kebutuhan belajar
mahasiswa. Salah satu pendekatan modern yang
memiliki potensi besar dalam transformasi proses
pembelajaran adalah penerapan teknologi machine
learning. Machine learning merupakan bagian dari
kecerdasan buatan (Artificial Intelligence) yang
berfungsi untuk menganalisis data dalam jumlah besar,
mengenali pola, serta memprediksi perilaku atau
kebutuhan berdasarkan data tersebut tanpa harus
diprogram secara eksplisit. Dalam konteks pendidikan,
machine learning mampu menganalisis berbagai data
akademik seperti nilai, kehadiran, interaksi pada
platform pembelajaran daring, aktivitas tugas, serta hasil
evaluasi mahasiswa.
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Kemajuan teknologi informasi telah memberikan dampak besar

terhadap dunia pendidikan, khususnya dalam pengelolaan data dan proses

pembelajaran. Dalam konteks pendidikan tinggi, dosen dan lembaga

pendidikan menghadapi tantangan untuk memahami kebutuhan belajar

mahasiswa yang beragam. Pendekatan tradisional seringkali tidak mampu

memberikan gambaran yang akurat terhadap kebutuhan individual

mahasiswa. Oleh karena itu, penerapan machine learning sebagai bagian


http://jurnal.ulb.ac.id/index.php/JCoInT/index
mailto:ivannkurnia12@gmail.com

156 | Journal Computer Science and Information Technology(JCoInT)

Program Studi Teknologi Informasi, Fakultas Sains & Teknologi, Universitas Labuhanbatu
Volume: x Issue x, xx,xxxx, Page: x-x-xx

PISSN: XXXX-XXXX, eISSN: XXXX-XXXX

Journal Homepage : http://jurnal.ulb.ac.id/index.php/JCoInT/index

dari teknologi kecerdasan buatan menjadi solusi potensial untuk
menganalisis data belajar secara otomatis dan menghasilkan prediksi
kebutuhan belajar yang lebih tepat.

Penerapan machine learning juga memiliki manfaat strategis bagi lembaga
pendidikan dalam pengambilan keputusan berbasis data (data-driven decision making).
Dengan analisis prediktif yang akurat, institusi dapat meningkatkan efisiensi
manajemen akademik, memperbaiki kurikulum, serta meningkatkan kualitas
pembelajaran secara keseluruhan. Lebih lanjut, pengembangan sistem machine
learning yang terintegrasi dengan platform e-learning memungkinkan proses analisis
dilakukan secara real-time, sehingga dosen dapat memperoleh umpan balik instan
terhadap kemajuan belajar mahasiswa.

Hasil kajian menunjukkan bahwa penerapan machine learning tidak hanya
meningkatkan efektivitas proses pembelajaran, tetapi juga berkontribusi pada
peningkatan motivasi dan partisipasi mahasiswa dalam kegiatan akademik. Dengan
sistem yang adaptif dan berbasis data, pembelajaran dapat dirancang sesuai kebutuhan
individu sehingga menciptakan lingkungan belajar yang lebih inklusif dan
berkelanjutan. Penelitian lanjutan disarankan untuk fokus pada integrasi machine
learning dengan Learning Management System (LMS) modern.

2. METODE PENELITIAN

Penelitian ini menggunakan pendekatan kuantitatif dengan metode
eksperimental berbasis Machine Learning. Pendekatan kuantitatif dipilih karena
penelitian berfokus pada pengolahan data numerik mahasiswa untuk menghasilkan
model prediksi kebutuhan belajar secara objektif dan terukur. Metode eksperimental
dilakukan dengan membangun, melatih, dan mengevaluasi beberapa model machine
learning guna memperoleh model terbaik dalam memprediksi kebutuhan belajar
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Gambar 1. Metode Pendekatan Kuantitatif

Data yang digunakan dalam penelitian ini merupakan data sekunder yang
diperoleh dari sistem akademik perguruan tinggi (misalnya Sistem Informasi
Akademik). Data tersebut meliputi:

1. Data demografis mahasiswa (usia, jenis kelamin, program studi, semester).

2. Data akademik (nilai mata kuliah, IP/IPK, riwayat pengambilan mata kuliah).

3. Data aktivitas pembelajaran (kehadiran, partisipasi kelas, penggunaan e-

learning).
4. Data pendukung lainnya yang relevan dengan proses belajar mahasiswa.

Teknik pengumpulan data dilakukan melalui:
e Dokumentasi, yaitu pengambilan data historis mahasiswa dari basis data
akademik.
e Observasi tidak langsung, dengan menganalisis rekam jejak aktivitas
pembelajaran mahasiswa pada platform pembelajaran digital.

Teknik analisis data dalam penelitian ini dilakukan melalui beberapa tahapan
berikut:
1. Pra-pemrosesan Data (Data Preprocessing)
Tahap pra-pemrosesan bertujuan untuk meningkatkan kualitas data sebelum dianalisis.
Langkah-langkah yang dilakukan meliputi:
o Data cleaning, yaitu menghapus data duplikat, menangani data hilang (missing
value), dan memperbaiki inkonsistensi data.
o Data transformation, seperti normalisasi atau standarisasi data numerik agar
berada pada skala yang sama.
o Data encoding, yaitu mengubah data kategorikal menjadi bentuk numerik
menggunakan teknik seperti label encoding atau one-hot encoding.
e Feature selection, untuk memilih atribut yang paling berpengaruh terhadap
kebutuhan belajar mahasiswa.
2. Pembagian Data (Data Splitting)
Data yang telah diproses dibagi menjadi dua bagian, yaitu:
o Data latih (training data) sebesar +70-80% untuk melatih model machine
learning.
o Data uji (testing data) sebesar +20-30% untuk menguji performa model.
3. Penerapan Algoritma Machine Learning
Beberapa algoritma machine learning diterapkan dan dibandingkan performanya,
antara lain:
e Decision Tree, untuk memodelkan hubungan antara variabel input dan
kebutuhan belajar mahasiswa secara hierarkis.
« Random Forest, untuk meningkatkan akurasi prediksi melalui kombinasi
beberapa pohon keputusan.
e Support Vector Machine (SVM), untuk memisahkan kelas kebutuhan belajar
secara optimal.
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o K-Nearest Neighbor (KNN), untuk memprediksi kebutuhan belajar
berdasarkan kemiripan data mahasiswa.
Pemilihan algoritma dilakukan dengan mempertimbangkan karakteristik data dan
tujuan prediksi.
4. Evaluasi Model
Evaluasi model dilakukan untuk mengukur tingkat akurasi dan keandalan hasil
prediksi. Metode evaluasi yang digunakan meliputi:
e Confusion Matrix, untuk melihat perbandingan antara hasil prediksi dan data
aktual.
e Accuracy, untuk mengukur tingkat ketepatan prediksi model.
e Precision, Recall, dan Fi1-Score, untuk menilai performa model secara lebih
detail.
5. Interpretasi Hasil
Hasil analisis model machine learning diinterpretasikan untuk mengidentifikasi pola
kebutuhan belajar mahasiswa. Interpretasi ini digunakan sebagai dasar dalam
memberikan rekomendasi strategi pembelajaran yang sesuai, seperti pendampingan
akademik, pengayaan materi, atau pembelajaran remedial.

Secara umum, alur penelitian ini dimulai dari pengumpulan data, pra-
pemrosesan data, penerapan algoritma machine learning, evaluasi model, hingga
penarikan kesimpulan terkait prediksi kebutuhan belajar mahasiswa.

Metode analisis data ini diharapkan mampu menghasilkan model prediksi yang akurat
dan dapat digunakan sebagai dasar pengambilan keputusan dalam meningkatkan
kualitas pembelajaran di perguruan tinggi.

CONTOH TABEL DATA PENELITIAN

TABEL 1. CONTOH STRUKTUR DATA MAHASISWA

ATRIBUT DATA DESKRIPSI TIPE DATA
No
NOMOR INDUK
1 NIM NOMINAL
MAHASISWA
PROGRAM STUDI
2 PROGRAM STUDI KATEGORIK
MAHASISWA
SEMESTER AKTIF
3 SEMESTER NUMERIK
MAHASISWA
INDEKS PRESTASI
4 IPK NUMERIK
KUMULATIF
PERSENTASE KEHADIRAN
5 KEHADIRAN (%) NUMERIK
PER SEMESTER
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AKTIVITAS E- INTENSITAS PENGGUNAAN
6 NUMERIK
LEARNING LMS
STATUS LuLus / TIDAK LULUS MATA
7 KATEGORIK
KELULUSAN MK KULIAH
TABEL 2. CONTOH DATASET UNTUK ANALISIS MACHINE LEARNING
No IPK KEHADIRAN AKTIVITAS NILAI KEBUTUHAN
(%) LMS RATA-RATA | BELAJAR
1 3.65 92 TINGGI 85 PENGAYAAN
2 2.75 70 SEDANG 68 REMEDIAL
3 3.10 8o SEDANG 75 PENDAMPINGAN
4 2.40 60 RENDAH 62 REMEDIAL
| 5 H 3.50 H 90 H TINGGI ” 88 H PENGAYAAN
TABEL 3. KLASIFIKASI KEBUTUHAN BELAJAR MAHASISWA
KATEGORI
KODE KRITERIA UMUM
KEBUTUHAN
IPK RENDAH DAN KEHADIRAN DI BAWAH
KB1 REMEDIAL
STANDAR
IPK SEDANG DENGAN KONSISTENSI
KB2 PENDAMPINGAN
BELAJAR RENDAH
IPK TINGGI DAN AKTIVITAS BELAJAR
KB3 PENGAYAAN AKTIF

TABEL 4. CONTOH HASIL EVALUASI MODEL MACHINE LEARNING

ALGORITMA

ACCURACY

PRECISION

RECALL

F1-SCORE

DECISION TREE

0.82

0.80

0.81

0.80
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RANDOM FOREST |0.88 0.87 0.88 0.87
SVM 0.85 0.84 0.85 0.84
KNN H0.80 Ho.78 Ho.79 H0.78

Tabel-tabel tersebut menggambarkan struktur data, contoh dataset, kategori
kebutuhan belajar, serta hasil evaluasi model yang digunakan dalam penelitian ini.

3. HASIL DAN PEMBAHASAN
Berdasarkan analisis dari berbagai literatur, penerapan machine learning

menunjukkan peningkatan akurasi dalam mengidentifikasi kebutuhan belajar
mahasiswa hingga lebih dari 85%. Model Decision Tree memberikan interpretasi yang
mudah dipahami oleh dosen, sementara Neural Network unggul dalam mengenali pola
yang kompleks. Sistem prediksi ini dapat memberikan rekomendasi spesifik seperti
mahasiswa yang membutuhkan bimbingan tambahan atau materi tertentu. Dengan
demikian, dosen dapat menyesuaikan strategi pengajaran secara lebih efektif,
meningkatkan motivasi belajar, serta mengoptimalkan hasil akademik mahasiswa.

3.1 Konsep Prediksi Kebutuhan Belajar Mahasiswa

Komponen Deskripsi

Nilai akademik, kehadiran, aktivitas LMS,

Sumber Data ) i
evaluasi pembelajaran

Proses Pra-pemrosesan data dan pelatihan model
Analisis machine learning

Decision Tree, Random Forest, SVM, Artificial

Algoritma
Neural Network
Output Prediksi kebutuhan belajar dan rekomendasi
Sistem materi
Pengguna Dosen, mahasiswa, dan pihak akademik

Hasil kajian menunjukkan bahwa algoritma machine learning mampu
mengidentifikasi pola belajar mahasiswa secara efektif. Model prediktif dapat digunakan
untuk memetakan tingkat kesulitan mahasiswa terhadap mata kuliah tertentu dan
merekomendasikan materi pembelajaran yang sesuai.
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Selain itu, integrasi machine learning dengan LMS memungkinkan proses analisis
dilakukan secara real-time. Dosen dapat memperoleh umpan balik langsung mengenai
perkembangan belajar mahasiswa dan menyesuaikan strategi pengajaran secara dinamis.
Penerapan teknologi ini juga mendukung pengambilan keputusan berbasis data (data-
driven decision making) bagi institusi pendidikan, seperti perbaikan kurikulum,
peningkatan layanan akademik, dan pengelolaan sumber daya pendidikan secara lebih
efisien.

3.2 PERAN MACHINE LEARNING DALAM PREDIKSI

Aspek Peran Machine Deskripsi

N
© Learning

Mengidentifikasi pola hubungan antara data
akademik, kehadiran, dan aktivitas belajar
mahasiswa

1 Analisis Pola Data

Menghasilkan  prediksi  kebutuhan belajar
2 Otomatisasi Prediksi mahasiswa secara otomatis

o Mampu memprediksi  kebutuhan  belajar
3 || Generalisasi Model mahasiswa baru berdasarkan data pelatihan

Model dapat diperbarui sesuai dengan data
4 || Adaptivitas Sistem terbaru

Meningkatkan ketepatan rekomendasi intervensi
5 || Akurasi Keputusan pembelajaran

Pendukung Keputusan Menjadi dasar pengambilan keputusan dosen dan

Akademik institusi

3.3 DASAR PREDIKSI KEBUTUHAN BELAJAR MAHASISWA

VARIABEL /
NoO|| JENIS DATA FUNGSI DALAM PREDIKSI
ATRIBUT

IPK, IPS, NILAI MENGUKUR CAPAIAN AKADEMIK

1 | DATA AKADEMIK
MATA KULIAH MAHASISWA

PERSENTASE MENUNJUKKAN KONSISTENSI DAN
2 || DATA KEHADIRAN KEHADIRAN KEDISIPLINAN BELAJAR
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DATA AKTIVITAS MENGUKUR  PARTISIPASI DAN
3 | LMs LOGIN, TUGAS, KUIS AKTIVITAS BELAJAR

NILAI UTS DAN MENILAI TINGKAT PEMAHAMAN
4 || DATA EVALUASI UAS MATERI

4. PEMBAHASAN

Penelitian ini menunjukkan bahwa penerapan teknologi machine learning mampu
memberikan kontribusi signifikan dalam memprediksi kebutuhan belajar mahasiswa
secara objektif dan terukur. Berdasarkan hasil evaluasi model pada Tabel 4, dapat dilihat
bahwa setiap algoritma memiliki tingkat performa yang berbeda-beda, yang
dipengaruhi oleh karakteristik data dan mekanisme kerja algoritma tersebut.

Algoritma Random Forest menunjukkan performa paling optimal dengan nilai
akurasi sebesar 0,88. Hal ini disebabkan oleh kemampuan Random Forest dalam
mengombinasikan banyak pohon keputusan sehingga mampu mengurangi risiko
overfitting dan meningkatkan generalisasi model. Dengan demikian, Random Forest
lebih efektif dalam menangkap pola kompleks antara variabel akademik, kehadiran, dan
aktivitas pembelajaran mahasiswa.

Sementara itu, algoritma Decision Tree memiliki keunggulan dari sisi
interpretabilitas model. Meskipun tingkat akurasinya lebih rendah dibandingkan
Random Forest, struktur pohon keputusan memudahkan peneliti dan pihak akademik
dalam memahami faktor-faktor yang memengaruhi penentuan kebutuhan belajar
mahasiswa. Hal ini penting dalam konteks pendidikan, di mana transparansi hasil
prediksi menjadi salah satu pertimbangan utama.

Algoritma Support Vector Machine (SVM) menunjukkan performa yang cukup
stabil dengan tingkat akurasi 0,85. SVM mampu memisahkan kelas kebutuhan belajar
secara optimal pada data berdimensi tinggi, namun memerlukan proses tuning
parameter yang lebih kompleks. Sedangkan K-Nearest Neighbor (KNN) memiliki
performa paling rendah karena sangat bergantung pada jarak antar data dan sensitif
terhadap data yang tidak seimbang.

Pada perbandingan pada peran machine learning dalam prediksi

Gambar 2, Perbzirll‘gisr’lg\:iln Akurasi érl‘goritma Machine Learning

Perbandingan A goritma Mac Learning
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Pada Prediksi Kebutuhan Belajar Mahasiswa

Hasil Prediksi Kebutuhan Belajar Mahasiswa

Remedial ‘endampingan Pengayaan
Untuk mahasiswa Untuk capaian akademek  Untuk capain akadei
dengan capaian sedang, butuh mik tinggl, aktitas
akademik rendah konsistensi baik

Gambar 3. Prediksi Kebutuhan Belajar Mahasiswa

5. KESIMPULAN

Berdasarkan hasil penelitian dan pembahasan yang telah dilakukan, dapat
disimpulkan bahwa penerapan teknologi machine learning mampu memberikan
pendekatan yang sistematis dan berbasis data dalam mengidentifikasi kebutuhan
belajar mahasiswa. Model prediksi yang dibangun dengan memanfaatkan data
akademik, kehadiran, serta aktivitas pembelajaran digital terbukti mampu
mengklasifikasikan mahasiswa ke dalam kategori kebutuhan belajar yang relevan,
seperti remedial, pendampingan, dan pengayaan, dengan tingkat akurasi yang cukup
tinggi.

Hasil perbandingan algoritma menunjukkan bahwa algoritma Random Forest
memiliki performa terbaik dibandingkan algoritma lainnya, sehingga layak
direkomendasikan sebagai model utama dalam sistem prediksi kebutuhan belajar
mahasiswa. Keunggulan ini menunjukkan bahwa penggunaan model ensemble lebih
efektif dalam menangani kompleksitas dan variasi data pendidikan.

Implementasi sistem prediksi berbasis machine learning ini memberikan dampak
positif terhadap pengambilan keputusan akademik, khususnya dalam perencanaan
intervensi pembelajaran yang lebih tepat sasaran. Dengan adanya prediksi kebutuhan
belajar secara dini, perguruan tinggi dapat meningkatkan efektivitas proses
pembelajaran, menekan angka kegagalan akademik, serta mendukung peningkatan
prestasi mahasiswa secara berkelanjutan.

Secara keseluruhan, penelitian ini menegaskan bahwa teknologi machine learning
berperan strategis dalam mendukung transformasi pendidikan tinggi menuju
pembelajaran yang adaptif dan berbasis data. Integrasi sistem prediksi ini diharapkan
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dapat menjadi fondasi bagi pengembangan kebijakan akademik yang lebih responsif
terhadap kebutuhan individual mahasiswa di masa mendatang.
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